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Clinical MRI: acquiring multiple contrast preparations
Increases the diagnostic power, but also the total scan time
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[1] Rohlfing et al. Hum Brain Map, 2010



Clinical MRI: acquiring multiple contrast preparations
Increases the diagnostic power, but also the total scan time
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Joint reconstruction from undersampled acquisitions
substantially improves reconstruction quality?

[1] Bilgic et al. MRM, 2011
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Suppose that one of the contrasts can be acquired much
faster than the others (e.g. AutoAlign)




Clinical MRI: acquiring multiple contrast preparations
Increases the diagnostic power, but also the total scan time

Proton density T2 weighted T1 weighted
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Suppose that one of the contrasts can be acquired much
faster than the others (e.g. AutoAlign)

If we fully-sample the fast contrast, can we use it to help
reconstruct the others?




Fx =1y

F: partial Fourier transform

X: Image to be estimated
Y. undersampled k-space data




VFx =Vy

V = (1 _ e—anw/n)




O image gradient to be estimated

y: modified k-space data




Observation model - sparse representation

O image gradient to be estimated

y: modified k-space data




Assuming that the k-space data is corrupted by complex-

valued Gaussian noise with 0'2 variance,

p(¥|6,0°) ~ N(F6 —y,0°)

Y
Gaussian

likelihood




Bayesian CS places hyperparameters Y on each pixel,

p(S; | vi) ~ N (0, vi)

Gaussian prior

So that it" pixel is a zero-mean Gaussian with variance V;
l




Bayesian CS places hyperparameters Y on each pixel,

p(S; | vi) ~ N (0, vi)

Gaussian prior

So that it" pixel is a zero-mean Gaussian with variance V;
l

Multiplicative combination of all pixels give the full prior
distribution,

p(S‘Y)NUN(O»Vi)




Using the likelihood and the prior, we invoke Bayes’ Rule to
arrive at the posterior,

p(6|y,¥v) < p(6|y) p(¥y|¥b)




Using the likelihood and the prior, we invoke Bayes’ Rule to
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Y Y Y
Gaussian Gaussian Gaussian

posterior prior likelihood




Using the likelihood and the prior, we invoke Bayes’ Rule to
arrive at the posterior,

p(6 |y, y) ~ NM(uX)

u=TFipA1y
Y =T —TFIAIFT




Using the likelihood and the prior, we invoke Bayes’ Rule to
arrive at the posterior,

p(6 |y, y) ~ NM(uX)

u=TFipA1y
Y =T —TFIAIFT

I' =diag(y)

A™! = (6?1 + FTF) 1 Inversion using Lanczos algorithm?

[1] Seeger et al. MRM, 2010



Expectation-maximization algorithm? is used to estimate the
hyperparameters and the posterior iteratively,

Expectation step:

u=TF'A"1y

> =T —-TF/A"IFT

Maximization step:

Vi = lwil?/(1 =24 /v:)

[1] Wipf et al. IEEE Trans Signal Process, 2007



Expectation-maximization algorithm? is used to estimate the
hyperparameters and the posterior iteratively,
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Maximization step:

V)= il /(1 =23 /v:)

[1] Wipf et al. IEEE Trans Signal Process, 2007



Expectation-maximization algorithm? is used to estimate the
hyperparameters and the posterior iteratively,

Expectation step:
w=TF'A"1y
¥ =T —TFfAIFT

C. A
Maximization step:

yi = [@l?/(1 _/Vi))

.

[1] Wipf et al. IEEE Trans Signal Process, 2007



If we run EM iterations on the fully sampled image 0 o1

Expectation step:

”p?‘im" Sprior

2:p‘rior 0

Maximization step:

‘//‘p'rior | °

Vprior




If we run EM iterations on the fully sampled image 0 o1

Expectation step:

Sprior | Iterations do not alter
0 fully-sampled prior image

ﬂprior
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Maximization step:
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Vprior




If we run EM iterations on the fully sampled image 0 o1

Expectation step:

Sprior Iterations do not alter
fully-sampled prior image

ﬂprior

2:p‘rior 0

Maximization step:

Use Vprior toInitialize

— 2
Yorior = ‘//‘p'rior‘ ]‘ the EM iterations for
undersampled images
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Extended Shepp-Logan Phantoms

sparseMRI*: Total Variation

sparseMRI: T 20.19% RMSE

error: scaled 10x
[1] Lustig et al. MRM, 2007




fully-sampled prior Bayesian CS w/ prior

»

3.0% RMSE

sparseMR|; S 50 106 RMSE
BCS w/ prior: [ 3.0% RMSE

error: sealed 10x




Turbo Spin Echo

Late Echo Early Echo
fully-sampled prior undersampled

sampling pattern




Turbo Spin Echo

sparseMRI!: Total Variation

i
sparseMRI: S 9 305 RMSE

error; sc Ox
[1] Lustig et al. MRM, 2007




Turbo Spin Echo

Late Echo
fully-sampled prior

sparseMRI: S 9 305 RMSE
BCS w/ prior: [N 5.8% RMSE

Bayesian CS w/ prior

5.8% RMSE
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proton density
fully-sampled prior

T2 weighted T1 weighted
undersampled undersampled
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SRI24 atlas

sparseMRI*: Total Variation

sparseMRI: T 9 506 RMSE

error: scaled 10x

[1] Lustig et al. MRM, 2007



Joint Bay?sian CSst

4.9% RMSE
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sparseMRI: 9.5% RMSE sl FAN RS ; .83, ;‘;_x C i

Joint BCS: 4.9% RMSE
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error: scaled 10x

[1] Bilgic et al. MRM, 2011



proton density
fully-sampled prior

sparseMRI: 9.5% RMSE

Joint BCS: | 4.9% RMSE
BCS w/ prior: [l 4.3% RMSE

Joint Bayesialn CS w/ prior

4.3% RMSE

scaled 10><- --



In a multi-contrast scan, one of the acquisitions may be much
faster than the others (e.g. AutoAlign)

When the fast contrast is fully-sampled, we use it as prior
Information to help recover the undersampled contrasts

Our method uses the prior image only to initialize Bayesian
CS iterations, hence imposes the prior in a soft manner
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